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(57) ABSTRACT 

Techniques and tools for reducing latency in video encoding 
and decoding by constraining latency due to reordering of 
video frames, and by indicating the constraint on frame reor 
dering latency with one or more syntax elements that accom 
pany encoded data for the video frames. For example, a real 
time communication tool with a video encoder sets a syntax 
element that indicates a constraint on frame reordering 
latency, which is consistent with inter-frame dependencies 
between multiple frames of a video sequence, then outputs 
the syntax element. A corresponding real-time communica 
tion tool with a video decoder receives the syntax element that 
indicates the constraint on frame reordering latency, deter 
mines the constraint on frame reordering latency based on the 
syntax element, and uses the constraint on frame reordering 
latency to determine when a reconstructed frame is ready for 
output (in terms of output order). 
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REDUCING LATENCY IN VIDEO ENCODING 
AND DECODING 

RELATED APPLICATION 

The present application claims the bene?t of US. Provi 
sional PatentApplicationNo. 61/571,553, ?led Jun. 30, 201 1, 
the disclosure of which is hereby incorporated by reference. 

BACKGROUND 

Engineers use compression (also called source coding or 
source encoding) to reduce the bit rate of digital video. Com 
pression decreases the cost of storing and transmitting video 
information by converting the information into a lower bit 
rate form. Decompression (also called decoding) reconstructs 
a version of the original information from the compressed 
form. A “codec” is an encoder/decoder system. 

Over the last two decades, various video codec standards 
have been adopted, including the H.261, H.262 (MPEG-2 or 
ISO/IEC 13818-2), H.263 and H.264 (AVC or ISO/IEC 
14496-10) standards and the MPEG-1 (ISO/IEC 11172-2), 
MPEG-4 Visual (ISO/IEC 14496-2) and SMPTE 421M stan 
dards. More recently, the HEVC standard is under develop 
ment. A video codec standard typically de?nes options for the 
syntax of an encoded video bitstream, detailing parameters in 
the bitstream when particular features are used in encoding 
and decoding. In many cases, a video codec standard also 
provides details about the decoding operations a decoder 
should perform to achieve correct results in decoding. 
A basic goal of compression is to provide good rate-dis 

tortion performance. So, for a particular bit rate, an encoder 
attempts to provide the highest quality of video. Or, for a 
particular level of quality/?delity to the original video, an 
encoder attempts to provide the lowest bit rate encoded video. 
In practice, depending on the use scenario, considerations 
such as encoding time, encoding complexity, encoding 
resources, decoding time, decoding complexity, decoding 
resources, overall delay, and/ or smoothness in playback also 
affect decisions made during encoding and decoding. 

For example, consider use scenarios such as video play 
back from storage, video playback from encoded data 
streamed over a network connection, and video transcoding 
(from one bit rate to another bit rate, or one standard to 
another standard). At the encoder side, such applications may 
permit off-line encoding that is not at all time-sensitive. 
Therefore, an encoder can increase encoding time and 
increase resources used during encoding to ?nd the most 
ef?cient way to compress video, and thereby improve rate 
distortion performance. If a small amount of delay is also 
acceptable at the decoder side, the encoder can further 
improve rate-distortion performance, e.g., by exploiting 
inter-picture dependencies from pictures farther ahead in a 
sequence. 
On the other hand, consider use scenarios such as remote 

desktop conferencing, surveillance video, video telephony 
and other real-time communication scenarios. Such applica 
tions are time-sensitive. Low latency between recording of 
input pictures and playback of output pictures is a key factor 
in performance. When encoding/decoding tools adapted for 
non-real-time communication are applied in real-time com 
munication scenarios, overall latency is often unacceptably 
high. The delays that these tools introduce during encoding 
and decoding may improve performance for regular video 
playback, but they disrupt real-time communication. 

SUMMARY 

In summary, the detailed description presents techniques 
and tools for reducing latency in video encoding and decod 
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2 
ing. The techniques and tools can reduce latency so as to 
improve responsiveness in real-time communication. For 
example, the techniques and tools reduce overall latency by 
constraining latency due to reordering of video frames, and 
by indicating the constraint on frame reordering latency with 
one or more syntax elements that accompany coded data for 
the video frames. 

According to one aspect of the techniques and tools 
described herein, a tool such as a video encoder, real-time 
communication tool with a video encoder, or other tool, sets 
one or more syntax elements that indicate a constraint on 

latency (e. g., a constraint on frame reordering latency consis 
tent with inter-frame dependencies between multiple frames 
of a video sequence). The tool outputs the syntax element(s), 
thereby facilitating simpler and quicker determination of 
when reconstructed frames are ready for output in terms of 
output order of the frames. 

According to another aspect of the techniques and tools 
described herein, a tool such as a video decoder, real-time 
communication tool with a video decoder, or other tool, 
receives and parses one or more syntax elements that indicate 
a constraint on latency (e.g., a constraint on frame reordering 
latency). The tool also receives encoded data for multiple 
frames of a video sequence. At least some of the encoded data 
is decoded to reconstruct one of the frames. The tool can 
determine the constraint on latency based on the syntax ele 
ment(s), then use the constraint on latency to determine when 
a reconstructed frame is ready for output (in terms of output 
order). The tool outputs the reconstructed frame. 
The foregoing and other objects, features, and advantages 

of the invention will become more apparent from the follow 
ing detailed description, which proceeds with reference to the 
accompanying ?gures. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is a diagram of an example computing system in 
which some described embodiments can be implemented. 

FIGS. 2a and 2b are diagrams of example network envi 
ronments in which some described embodiments can be 
implemented. 

FIG. 3 is a diagram of an example encoder system in 
conjunction with which some described embodiments can be 
implemented. 

FIG. 4 is a diagram of an example decoder system in 
conjunction with which some described embodiments can be 
implemented. 

FIGS. Sa-Se are diagrams showing coded order and output 
order for frames in several example series. 

FIG. 6 is a ?owchart showing an example technique for 
setting and outputting one or more syntax elements that indi 
cate a constraint on latency. 

FIG. 7 is a ?owchart showing an example technique for 
reduced-latency decoding. 

DETAILED DESCRIPTION 

The detailed description presents techniques and tools for 
reducing latency in video encoding and decoding. The tech 
niques and tools can help reduce latency so as to improve 
responsiveness in real-time communication. 

In video coding/decoding scenarios, some delay is inevi 
table between the time an input video frame is received and 
the time the frame is played back. The frame is encoded by an 
encoder, delivered to a decoder and decoded by the decoder, 
and some amount of latency is caused by practical limitations 
on encoding resources, decoding resources and/or network 
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bandwidth. Other latency is avoidable, however. For 
example, latency might be introduced by an encoder and 
decoder to improve rate-distortion performance (e. g., to 
exploit inter-frame dependencies from pictures farther ahead 
in a sequence). Such latency can be reduced, although there 
may be a penalty in terms of rate-distortion performance, 
processor utilization or playback smoothness. 

With techniques and tools described herein, latency is 
decreased by constraining latency (hence, limiting the tem 
poral extent of inter-frame dependencies) and indicating the 
constraint on latency to a decoder. For example, the constraint 
on latency is a constraint on frame reordering latency. Alter 
natively, the constraint on latency is a constraint in terms of 
seconds, milliseconds, or another time measure. The decoder 
can then determine the constraint on latency and use the 
constraint when determining which frames are ready for out 
put. In this way, delay can be reduced for remote desktop 
conferencing, video telephony, video surveillance, web cam 
era video and other real-time communication applications. 
Some of the innovations described herein are illustrated 

with reference to syntax elements and operations speci?c to 
the H.264 and/or HEVC standard. Such innovations can also 
be implemented for other standards or formats. 
More generally, various alternatives to the examples 

described herein are possible. Certain techniques described 
with reference to ?owchart diagrams can be altered by chang 
ing the ordering of stages shown in the ?owcharts, by split 
ting, repeating or omitting certain stages, etc. The various 
aspects of latency reduction for video encoding and decoding 
can be used in combination or separately. Different embodi 
ments use one or more of the described techniques and tools. 
Some of the techniques and tools described herein address 
one or more of the problems noted in the background. Typi 
cally, a given technique/tool does not solve all such problems. 
I. Example Computing Systems. 

FIG. 1 illustrates a generalized example of a suitable com 
puting system (100) in which several of the described tech 
niques and tools may be implemented. The computing system 
(100) is not intended to suggest any limitation as to scope of 
use or functionality, as the techniques and tools may be imple 
mented in diverse general-purpose or special-purpose com 
puting systems. 

With reference to FIG. 1, the computing system (100) 
includes one or more processing units (110, 115) and memory 
(120, 125). In FIG. 1, this most basic con?guration (130) is 
included within a dashed line. The processing units (11 0, 115) 
execute computer-executable instructions. A processing unit 
can be a general-purpose central processing unit (CPU), pro 
cessor in an application-speci?c integrated circuit (ASIC) or 
any other type of processor. In a multi-processing system, 
multiple processing units execute computer-executable 
instructions to increase processing power. For example, FIG. 
1 shows a central processing unit (110) as well as a graphics 
processing unit or co-processing unit (115). The tangible 
memory (120, 125) may be volatile memory (e.g., registers, 
cache, RAM), non-volatile memory (e.g., ROM, EEPROM, 
?ash memory, etc.), or some combination of the two, acces 
sible by the processing unit(s). The memory (120, 125) stores 
software (180) implementing one or more innovations for 
reducing latency in video encoding and decoding, in the form 
of computer-executable instructions suitable for execution by 
the processing unit(s). 
A computing system may have additional features. For 

example, the computing system (100) includes storage (140), 
one or more input devices (150), one or more output devices 
(160), and one or more communication connections (170). An 
interconnection mechanism (not shown) such as a bus, con 
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4 
troller, or network interconnects the components of the com 
puting system (100). Typically, operating system software 
(not shown) provides an operating environment for other 
software executing in the computing system (100), and coor 
dinates activities of the components of the computing system 
(100). 
The tangible storage (140) may be removable or non-re 

movable, and includes magnetic disks, magnetic tapes or 
cassettes, CD-ROMs, DVDs, or any other medium which can 
be used to store information in a non-transitory way and 
which can be accessed within the computing system (100). 
The storage (140) stores instructions for the software (180) 
implementing one or more innovations for latency reduction 
in video encoding and decoding. 
The input device(s) (150) may be a touch input device such 

as a keyboard, mouse, pen, or trackball, a voice input device, 
a scanning device, or another device that provides input to the 
computing system (100). For video encoding, the input 
device(s) (150) may be a camera, video card, TV tuner card, 
or similar device that accepts video input in analog or digital 
form, or a CD-ROM or CD-RW that reads video samples into 
the computing system (100). The output device(s) (160) may 
be a display, printer, speaker, CD-writer, or another device 
that provides output from the computing system (100). 
The communication connection(s) (170) enable communi 

cation over a communication medium to another computing 
entity. The communication medium conveys information 
such as computer-executable instructions, audio or video 
input or output, or other data in a modulated data signal. A 
modulated data signal is a signal that has one or more of its 
characteristics set or changed in such a manner as to encode 
information in the signal. By way of example, and not limi 
tation, communication media can use an electrical, optical, 
RF, or other carrier. 
The techniques and tools can be described in the general 

context of computer-readable media. Computer-readable 
media are any available tangible media that can be accessed 
within a computing environment. By way of example, and not 
limitation, with the computing system (100), computer-read 
able media include memory (120, 125), storage (140), and 
combinations of any of the above. 
The techniques and tools can be described in the general 

context of computer-executable instructions, such as those 
included in program modules, being executed in a computing 
system on a target real or virtual processor. Generally, pro 
gram modules include routines, programs, libraries, objects, 
classes, components, data structures, etc. that perform par 
ticular tasks or implement particular abstract data types. The 
functionality of the program modules may be combined or 
split between program modules as desired in various embodi 
ments. Computer-executable instructions for program mod 
ules may be executed within a local or distributed computing 
system. 
The terms “system” and “device” are used interchangeably 

herein. Unless the context clearly indicates otherwise, neither 
term implies any limitation on a type of computing system or 
computing device. In general, a computing system or com 
puting device can be local or distributed, and can include any 
combination of special-purpose hardware and/ or general 
purpose hardware with software implementing the function 
ality described herein. 

For the sake of presentation, the detailed description uses 
terms like “determine” and “use” to describe computer opera 
tions in a computing system. These terms are high-level 
abstractions for operations performed by a computer, and 
should not be confused with acts performed by a human 
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being. The actual computer operations corresponding to these 
terms vary depending on implementation. 
II. Example Network Environments. 

FIGS. 2a and 2b show example network environments 
(201, 202) that include video encoders (220) and video 
decoders (270). The encoders (220) and decoders (270) are 
connected over a network (250) using an appropriate com 
munication protocol. The network (250) can include the 
Internet or another computer network. 

In the network environment (201) shown in FIG. 2a, each 
real-time communication (“RTC”) tool (210) includes both 
an encoder (220) and a decoder (270) for bidirectional com 
munication. A given encoder (220) can produce output com 
pliant with the SMPTE 421M standard, ISO-IEC 14496-10 
standard (also known as H.264 or AVC), HEVC standard, 
another standard, or a proprietary format, with a correspond 
ing decoder (270) accepting encoded data from the encoder 
(220). The bidirectional communication can be part of a video 
conference, video telephone call, or other two-party commu 
nication scenario. Although the network environment (201) 
in FIG. 211 includes two real-time communication tools (210), 
the network environment (201) can instead include three or 
more real-time communication tools (210) that participate in 
multi-party communication. 
A real-time communication tool (210) manages encoding 

by an encoder (220). FIG. 3 shows an example encoder sys 
tem (300) that can be included in the real-time communica 
tion tool (210). Alternatively, the real-time communication 
tool (210) uses another encoder system. A real-time commu 
nication tool (210) also manages decoding by a decoder 
(270). FIG. 4 shows an example decoder system (400), which 
can be included in the real-time communication tool (210). 
Alternatively, the real-time communication tool (210) uses 
another decoder system. 

In the network environment (202) shown in FIG. 2b, an 
encoding tool (212) includes an encoder (220) that encodes 
video for delivery to multiple playback tools (214), which 
include decoders (270). The unidirectional communication 
can be provided for a video surveillance system, web camera 
monitoring system, remote desktop conferencing presenta 
tion or other scenario in which video is encoded and sent from 
one location to one or more other locations. Although the 
network environment (202) in FIG. 2b includes two playback 
tools (214), the network environment (202) can include more 
or fewer playback tools (214). In general, a playback tool 
(214) communicates with the encoding tool (212) to deter 
mine a stream of video for the playback tool (214) to receive. 
The playback tool (214) receives the stream, buffers the 
received encoded data for an appropriate period, and begins 
decoding and playback. 

FIG. 3 shows an example encoder system (300) that can be 
included in the encoding tool (212). Alternatively, the encod 
ing tool (212) uses another encoder system. The encoding 
tool (212) can also include server-side controller logic for 
managing connections with one or more playback tools (214). 
FIG. 4 shows an example decoder system (400), which can be 
included in the playback tool (214). Alternatively, the play 
back tool (214) uses another decoder system. A playback tool 
(214) can also include client-side controller logic for manag 
ing connections with the encoding tool (212). 

In some cases, the use of a syntax element to indicate 
latency (e.g., frame reordering latency) is speci?c to a par 
ticular standard or format. For example, encoded data can 
contain one or more syntax elements that indicate a constraint 
on latency as part of the syntax of an elementary coded video 
bitstream de?ned according to the standard or format, or as 
de?ned media metadata relating to the encoded data. In such 
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6 
cases, the real-time communication tool (210), encoding tool 
(212) and/ or playback tool (214) with reduced latency may be 
codec dependent, in that decisions they make can depend on 
bitstream syntax for a particular standard or format. 

In other cases, the use of a syntax element to indicate a 
constraint on latency (e.g., frame reordering latency) is out 
side a particular standard or format. For example, syntax 
element(s) that indicate a constraint on latency can be sig 
naled as part of the syntax of a media transmission stream, 
media storage ?le or, more generally, a media system multi 
plexing protocol or transport protocol. Or, syntax element(s) 
that indicate latency can be negotiated between real-time 
communication tools (210), encoding tools (212) and/or 
playback tools (214) according to a media property negotia 
tion protocol. In such cases, the real-time communication tool 
(210), encoding tool (212) and playback tool (214) with 
reduced latency may be codec independent, in that they can 
work with any available video encoder and decoder, assuming 
a level of control over inter-frame dependencies set during 
encoding. 
III. Example Encoder Systems. 

FIG. 3 is a block diagram of an example encoder system 
(300) in conjunction with which some described embodi 
ments may be implemented. The encoder system (300) can be 
a general-purpose encoding tool capable of operating in any 
of multiple encoding modes such as a low-latency encoding 
mode for real-time communication, transcoding mode, and 
regular encoding mode for media playback from a ?le or 
stream, or it can be a special-purpose encoding tool adapted 
for one such encoding mode. The encoder system (300) can 
be implemented as an operating system module, as part of an 
application library or as a standalone application. Overall, the 
encoder system (300) receives a sequence of source video 
frames (311) from a video source (310) and produces 
encoded data as output to a channel (390). The encoded data 
output to the channel can include one or more syntax elements 
that indicate a constraint on latency (e. g., frame reordering 
latency) to facilitate reduced-latency decoding. 
The video source (310) can be a camera, tuner card, storage 

media, or other digital video source. The video source (310) 
produces a sequence of video frames at a frame rate of, for 
example, 30 frames per second. As used herein, the term 
“frame” generally refers to source, coded or reconstructed 
image data. For progressive video, a frame is a progressive 
video frame. For interlaced video, in example embodiments, 
an interlaced video frame is de-interlaced prior to encoding. 
Alternatively, two complementary interlaced video ?elds are 
encoded as an interlaced video frame or separate ?elds. Aside 
from indicating a progressive video frame, the term “frame” 
can indicate a single non-paired video ?eld, a complementary 
pair of video ?elds, a video object plane that represents a 
video object at a given time, or a region of interest in a larger 
image. The video object plane or region can be part of a larger 
image that includes multiple objects or regions of a scene. 
An arriving source frame (311) is stored in a source frame 

temporary memory storage area (320) that includes multiple 
frame buffer storage areas (321, 322, . . . , 3211). A frame buffer 

(321, 322, etc.) holds one source frame in the source frame 
storage area (320). After one or more of the source frames 

(311) have been stored in frame buffers (321, 322, etc.), a 
frame selector (330) periodically selects an individual source 
frame (329) from the source frame storage area (320). The 
order in which frames are selected by the frame selector (330) 
for input to the encoder (340) may differ from the order in 
which the frames are produced by the video source (310), e. g., 
a frame may be ahead in order, to facilitate temporally back 
ward prediction. Before the encoder (340), the encoder sys 
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tem (300) can include a pre-processor (not shown) that per 
forms pre-processing (e.g., ?ltering) of the selected frame 
(331) before encoding. 
The encoder (340) encodes the selected frame (331) to 

produce a coded frame (341) and also produces memory 
management control signals (342). If the current frame is not 
the ?rst frame that has been encoded, when performing its 
encoding process, the encoder (340) may use one or more 
previously encoded/decoded frames (369) that have been 
stored in a decoded frame temporary memory storage area 
(360). Such stored decoded frames (369) are used as refer 
ence frames for inter-frame prediction of the content of the 
current source frame (331). Generally, the encoder (340) 
includes multiple encoding modules that perform encoding 
tasks such as motion estimation and compensation, frequency 
transforms, quantization and entropy coding. The exact 
operations performed by the encoder (340) can vary depend 
ing on compression format. The format of the output encoded 
data can be a Windows Media Video format, VC-l format, 
MPEG-x format (e.g., MPEG-1, MPEG-2, or MPEG-4), 
H.26x format (e.g., H.261, H.262, H.263, H.264), HEVC 
format or other format. 

The coded frames (341) and memory management control 
signals (342) are processed by a decoding process emulator 
(350). The decoding process emulator (350) implements 
some of the functionality of a decoder, for example, decoding 
tasks to reconstruct reference frames that are used by the 
encoder (340) in motion estimation and compensation. The 
decoding process emulator (350) uses the memory manage 
ment control signals (342) to determine whether a given 
coded frame (341) needs to be reconstructed and stored for 
use as a reference frame in inter-frame prediction of subse 
quent frames to be encoded. If the control signals (342) indi 
cate that a coded frame (341) needs to be stored, the decoding 
process emulator (350) models the decoding process that 
would be conducted by a decoder that receives the coded 
frame (341) and produces a corresponding decoded frame 
(351). In doing so, when the encoder (340) has used decoded 
frame(s) (369) that have been stored in the decoded frame 
storage area (360), the decoding process emulator (350) also 
uses the decoded frame(s) (369) from the storage area (360) 
as part of the decoding process. 

The decoded frame temporary memory storage area (360) 
includes multiple frame buffer storage areas (361, 362, . . . , 

3611). The decoding process emulator (350) uses the memory 
management control signals (342) to manage the contents of 
the storage area (360) in order to identify any frame buffers 
(361, 362, etc.) with frames that are no longer needed by the 
encoder (340) for use as reference frames. After modeling the 
decoding process, the decoding process emulator (350) stores 
a newly decoded frame (351) in a frame buffer (361, 362, etc.) 
that has been identi?ed in this manner. 

The coded frames (341) and memory management control 
signals (342) are also buffered in a temporary coded data area 
(370). The coded data that is aggregated in the coded data area 
(370) can contain, as part of the syntax of an elementary 
coded video bitstream, one or more syntax elements that 
indicate a constraint on latency. Or, the coded data that is 
aggregated in the coded data area (370) can include syntax 
element(s) that indicate a constraint on latency as part of 
media metadata relating to the coded video data (e.g., as one 
or more parameters in one or more supplemental enhance 

ment information (“SE1”) messages or video usability infor 
mation (“VUI”) messages). 

The aggregated, coded data (371) from the temporary 
coded data area (370) are processed by a channel encoder 
(380). The channel encoder (380) can packetize the aggre 
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8 
gated data for transmission as a media stream, in which case 
the channel encoder (380) can add, as part of the syntax of the 
media transmission stream, syntax element(s) that indicate a 
constraint on latency. Or, the channel encoder (380) can orga 
nize the aggregated data for storage as a ?le, in which case the 
channel encoder (380) can add, as part of the syntax of the 
media storage ?le, syntax element(s) that indicate a constraint 
on latency. Or, more generally, the channel encoder (380) can 
implement one or more media system multiplexing protocols 
or transport protocols, in which case the channel encoder 
(380) can add, as part of the syntax of the protocol(s), syntax 
element(s) that indicate a constraint on latency. The channel 
encoder (380) provides output to a channel (390), which 
represents storage, a communications connection, or another 
channel for the output. 
IV. Example Decoder Systems. 

FIG. 4 is a block diagram of an example decoder system 
(400) in conjunction with which some described embodi 
ments may be implemented. The decoder system (400) can be 
a general-purpose decoding tool capable of operating in any 
of multiple decoding modes such as a low-latency decoding 
mode for real-time communication and regular decoding 
mode for media playback from a ?le or stream, or it can be a 
special-purpose decoding tool adapted for one such decoding 
mode. The decoder system (400) can be implemented as an 
operating system module, as part of an application library or 
as a standalone application. Overall, the decoder system 
(400) receives coded data from a channel (410) and produces 
reconstructed frames as output for an output destination 
(490). The coded data can include one or more syntax ele 
ments that indicate a constraint on latency (e. g., frame reor 
dering latency) to facilitate reduced-latency decoding. 
The decoder system (400) includes a channel (410), which 

can represent storage, a communications connection, or 
another channel for coded data as input. The channel (410) 
produces coded data that has been channel coded. A channel 
decoder (420) can process the coded data. For example, the 
channel decoder (420) de-packetizes data that has been 
aggregated for transmission as a media stream, in which case 
the channel decoder (420) can parse, as part of the syntax of 
the media transmission stream, syntax element(s) that indi 
cate a constraint on latency. Or, the channel decoder (420) 
separates coded video data that has been aggregated for stor 
age as a ?le, in which case the channel decoder (420) can 
parse, as part of the syntax of the media storage ?le, syntax 
element(s) that indicate a constraint on latency. Or, more 
generally, the channel decoder (420) can implement one or 
more media system demultiplexing protocols or transport 
protocols, in which case the channel decoder (420) can parse, 
as part of the syntax of the protocol(s), syntax element(s) that 
indicate a constraint on latency. 
The coded data (421) that is output from the channel 

decoder (420) is stored in a temporary coded data area (430) 
until a suf?cient quantity of such data has been received. The 
coded data (421) includes coded frames (431) and memory 
management control signals (432). The coded data (421) in 
the coded data area (430) can contain, as part of the syntax of 
an elementary coded video bitstream, one or more syntax 
elements that indicate a constraint on latency. Or, the coded 
data (421) in the coded data area (430) can include syntax 
element(s) that indicate a constraint on latency as part of 
media metadata relating to the encoded video data (e.g., as 
one or more parameters in one or more SET messages or VUI 

messages). In general, the coded data area (430) temporarily 
stores coded data (421) until such coded data (421) is used by 
the decoder (450). At that point, coded data for a coded frame 
(431) and memory management control signals (432) are 
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transferred from the coded data area (430) to the decoder 
(450). As decoding continues, new coded data is added to the 
coded data area (430) and the oldest coded data remaining in 
the coded data area (430) is transferred to the decoder (450). 

The decoder (450) periodically decodes a coded frame 
(431) to produce a corresponding decoded frame (451). As 
appropriate, when performing its decoding process, the 
decoder (450) may use one or more previously decoded 
frames (469) as reference frames for inter-frame prediction. 
The decoder (450) reads such previously decoded frames 
(469) from a decoded frame temporary memory storage area 
(460). Generally, the decoder (450) includes multiple decod 
ing modules that perform decoding tasks such as entropy 
decoding, inverse quantization, inverse frequency transforms 
and motion compensation. The exact operations performed 
by the decoder (450) can vary depending on compression 
format. 

The decoded frame temporary memory storage area (460) 
includes multiple frame buffer storage areas (461, 462, . . . , 

4611). The decoded frame storage area (460) is an example of 
a decoded picture buffer. The decoder (450) uses the memory 
management control signals (432) to identify a frame buffer 
(461, 462, etc.) in which it can store a decoded frame (451). 
The decoder (450) stores the decoded frame (451) in that 
frame buffer. 
An output sequencer (480) uses the memory management 

control signals (432) to identify when the next frame to be 
produced in output order is available in the decoded frame 
storage area (460). To reduce latency of the encoding-decod 
ing system, the output sequencer (480) uses syntax elements 
that indicate constraints on latency to expedite identi?cation 
of frames to be produced in output order. When the next frame 
(481) to be produced in output order is available in the 
decoded frame storage area (460), it is read by the output 
sequencer (480) and output to the output destination (490) 
(e.g., display). In general, the order in which frames are 
output from the decoded frame storage area (460) by the 
output sequencer (480) may differ from the order in which the 
frames are decoded by the decoder (450). 
V. Syntax Elements that Facilitate Reduced-Latency Encod 
ing and Decoding. 

In most video codec systems, the coded order (also called 
the decoding order or bitstream order) is the order in which 
video frames are represented in coded data in a bitstream and, 
hence, processed during decoding. The coded order may dif 
fer from the order in which the frames are captured by a 
camera before encoding and differ from the order in which 
decoded frames are displayed, stored, or otherwise output 
after decoding (output order or display order). Reordering of 
frames relative to the output order has bene?ts (primarily in 
terms of compression capability), but it increases the end-to 
end latency of encoding and decoding processes. 

Techniques and tools described herein reduce latency due 
to reordering of video frames and, by providing information 
about constraints on the reordering latency to decoder sys 
tems, also facilitate latency reduction by the decoder systems. 
Such latency reduction is useful for many purposes. For 
example, it can be used to reduce the time lag that occurs in 
interactive video communication using a video conferencing 
system, so that the conversation ?ow and interactivity of 
communication between remote participants will be more 
rapid and natural. 

A. Approaches to Output Timing and Output Ordering. 
According to the H.264 standard, a decoder can use two 

approaches to determine when a decoded frame is ready to be 
output. A decoder can use timing information in the form of 
decoding timestamps and output timestamps (e.g., as sig 
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10 
naled in picture timing SEI messages). Or, the decoder can 
use buffering capacity limits signaled with various syntax 
elements to determine when a decoded frame is ready to be 
output. 

Timing information can be associated with each decoded 
frame. The decoder can use timing information to determine 
when a decoded frame can be output. In practice, however, 
such timing information may be unavailable to a decoder. 
Moreover, even when timing information is available, some 
decoders do not actually use this information (e.g., because a 
decoder has been designed to work regardless of whether 
timing information is available). 

Buffering capacity limits are indicated with several syntax 
elements according to the H.264 standard (and draft versions 
of the HEVC standard), including the syntax element max_ 
dec_frame_buffering, the syntax element num_reorder_ 
frames, relative ordering information (termed “picture order 
count” information) and other memory management control 
information signaled in the bitstream. The syntax element 
max_dec_frame_buffering (or the derived variable speci?ed 
as MaxprFrames) speci?es the required size of a decoded 
picture buffer (“DPB”) in units of frame buffers. As such, the 
syntax element max_dec_frame_buffering expresses a top 
level memory capacity used for a coded video sequence, so as 
to enable a decoder to output pictures in the correct order. The 
syntax element num_reorder_frames (or max_num_reorder_ 
frames) indicates the maximum number of frames (or 
complementary ?eld pairs, or non-paired ?elds) that can pre 
cede any frame (or complementary ?eld pair, or non-paired 
?eld) in coded order and follow it in output order. In other 
words, num_reorder_frames speci?es a constraint on the 
memory capacity necessary for picture reordering. The syn 
tax element max_num_ref_frames speci?es the maximum 
number of short-term and long-term reference frames (or 
complementary reference ?eld pairs, or non-paired reference 
?elds) that may be used by the decoding process for inter 
prediction of any picture in the sequence. The syntax element 
max_num_ref_frames also determines the size of the sliding 
window for decoded reference picture marking. Like num_ 
reorder_frames, max_num_ref_frames speci?es a constraint 
on required memory capacity. 
A decoder uses the max_dec_frame_buffering (or MaxD 

prrames) and num_reorder_frames syntax elements to 
determine when a buffering capacity limit has been exceeded. 
This happens, for example, when a new decoded frame needs 
to be stored in the DPB, but there is no available space 
remaining in the DPB. In this situation, the decoder uses 
picture order count information to identify, among the pic 
tures that have been decoded, which is the earliest in output 
order. The picture that is earliest in output order is then output. 
Such processing is sometimes called “bumping” because a 
picture is “bumped out” of the DPB by the arrival of a new 
picture that needs to be stored. 

Information indicated with the max_dec_frame_buffering 
(or MaxprFrames) and num_reorder_frames syntax ele 
ments suf?ces for determining memory capacity needed in a 
decoder. When used to control the “bumping” process for 
picture output, however, use of such information can intro 
duce latency unnecessarily. As de?ned in the H.264 standard, 
the max_dec_frame_buffering and num_reorder_frames syn 
tax elements do not establish a limit on the amount of reor 

dering that canbe applied to any particularpicture and, hence, 
do not establish a limit on end-to-end latency. Regardless of 
the values of these syntax elements, a particularpicture can be 
kept in the DPB for an arbitrarily long time before it is output, 
which corresponds to substantial latency added by pre-buff 
ering of the source pictures by an encoder. 
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B. Syntax Elements that Indicate Constraints on Frame 
Reordering Latency. 

Techniques and tools described herein reduce latency in a 
video communication system. An encoding tool, real-time 
communication tool, or other tool sets a limit on the extent of 
reordering that can be applied to any frame in a coded video 
sequence. For example, the limit is expressed as a number of 
frames that can precede any given frame in a coded video 
sequence in output order and follow it in coded order. The 
limit constrains the reordering latency allowed for any par 
ticular frame in the sequence. Stated differently, the limit 
constrains the temporal extent of reordering (in terms of 
frames) between coded order and output order that can be 
applied to any particular frame. Limiting the extent of reor 
dering helps reduce end-to-end delay. Also, establishing such 
a limit can be useful in real-time system negotiation protocols 
or application speci?cations foruse scenarios in which reduc 
ing latency is important. 
One or more syntax elements indicate the constraint on 

frame reordering latency. Signaling a constraint on frame 
reordering latency facilitates system-level negotiation for 
interactive real-time communication or other use scenarios. It 
provides a way to directly express constraints on frame reor 
dering latency and characterize properties of a media stream 
or session. 

A video decoder can use an indicated constraint on frame 

reordering latency to enable reduced-latency output of 
decoded video frames. In particular, compared to frame 
“bumping” processes, signaling a constraint on frame reor 
dering latency enables a decoder to more simply and quickly 
identify frames in a DPB that are ready to be output. For 
example, a decoder can determine the latency status of a 
frame in the DPB by computing the difference between coded 
order for the frame and output order. By comparing the 
latency status of the frame to the constraint on frame reorder 
ing latency, a decoder can determine when the constraint on 
frame reordering latency has been reached. The decoder can 
immediately output any frame that has reached this limit. This 
can help the decoder more rapidly identify frames that are 
ready for output, compared to “bumping” processes that use a 
variety of syntax elements and tracking structures. In this 
way, the decoder can rapidly (and earlier) determine when a 
decoded frame can be output. The more rapidly (and earlier) 
the decoder can identify when frames can be output, the more 
rapidly (and earlier) the decoder can output video to a display 
or subsequent processing stages. 

Thus, using the constraint on frame reordering latency, a 
decoder can begin output of frames from the decoded frame 
storage area before the decoded frame storage area is full, but 
still provide conformant decoding (i.e., decoding all frames 
such that the frames are bit-exact matches of frames decoded 
using another, conventional scheme). This signi?cantly 
reduces delay when the delay (in frames) indicated by the 
latency syntax element is much lower than the size (in frames) 
of the decoded frame storage area. 

FIGS. 5a-5e illustrate series (501-505) of frames having 
different inter-frame dependencies. The series are character 
ized by different values for (l) the constraint on the memory 
capacity necessary for picture reordering (that is, the number 
of frame buffers used to store reference frames for purposes of 
reordering, e. g., as indicated with a syntax element num_re 
order_frames, and (2) a constraint on frame reordering 
latency, e.g., as speci?ed by a variable MaxLatencyFrames. 
In FIGS. 5a-5e, for a given frame ij the subscript j indicates 
position of the frame in output order and the superscript k 
indicates position of the frame in coded order. The frames are 
shown in output orderithe output order subscript value 
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12 
increases from left to right. Arrows illustrate inter-frame 
dependencies for motion compensation, according to which 
preceding frames in coded order are used for prediction of 
subsequent frames in coded order. For simplicity, FIGS. 
5a-5e show inter-frame dependencies at the frame level (and 
not at the level of macroblocks, blocks, etc. at which reference 
frames can change), and FIGS. 5a-5e show at most two 
frames as reference frames for a given frame. In practice, in 
some implementations, different macroblocks, blocks, etc. in 
a given frame can use different reference frames, and more 
than two reference frames can be used for the given frame. 

In FIG. 5a, the series (501) includes nine frames. The last 
frame F8 1 in output order uses the ?rst frame FOO as a reference 
frame. The other frames in the series (501) use both the last 
frame PS1 and ?rst frame FOO as reference frames. This means 
the frame F00 is decoded ?rst, followed by the frame F81, 
followed by the frame F12, etc. In the series (501) shown in 
FIG. 5a, the value of num_reorder_frames is 1. At any point 
in the processing of the decoder system, among the frames 
shown in FIG. 5a, there is only one frame (F81) stored in the 
decoded frame storage area for reordering purposes. (The ?rst 
frame F00 is also used as a reference frame and is stored, but 
is not stored for reordering purposes. Because the output 
order for the ?rst frame F00 is less than the output order of the 
intermediate frames, the ?rst frame F00 is not counted for 
purposes of num_reorder_frames.) Despite the low value for 
num_reorder_frames, the series (501) has a relatively high 
latencyithe value of MaxLatencyFrames is 7. After encod 
ing the ?rst frame FOO, the encoder waits until it has buffered 
eight more source frames before encoding the next frame F12 
in output order, because the next frame F 1 2 depends on the last 
frame PSl in the series (501). The value of MaxLatency 
Frames is effectively the maximum allowed difference 
between the subscript value and the superscript value for any 
particular coded frame. 

In FIG. 5b, the series (502) includes nine frames, as in the 
series (501) of FIG. 5a, but the inter-frame dependencies are 
different. Temporal reordering of frames occurs over short 
extents. As a result, the series (502) has a much lower 
latencyithe value of MaxLatencyFrames is l. The value of 
num_reorder_frames is still 1. 

In FIG. 50, the series (503) includes ten frames. The longest 
inter-frame dependency is shorter (in temporal extent) than 
the longest inter-frame dependency in FIG. 5a, but longer 
than the longest inter-frame dependency in FIG. 5b. The 
series (503) has the same low value of l for num_reorder_ 
frames, and it has a relatively low value of 2 for MaxLaten 
cyFrames. The series (503) therefore allows a lower end-to 
end latency than the series (501) of FIG. 5a, although not as 
low as the allowable latency of the series (502) of FIG. 5b. 

In FIG. 5d, the series (504) includes frames organized in a 
temporal hierarchy with three temporal layers according to 
inter-frame dependencies. The lowest temporal resolution 
layer includes the ?rst frame F00 and last frame F81. The next 
temporal resolution layer adds the frame F42, which depends 
on the ?rst frame F00 and last frame F81. The highest temporal 
resolution layer adds the remaining frames. The series (504) 
shown in FIG. 5d has a relatively low value of 2 for num_re 
order_frames but a relatively high value of 7 for MaxLaten 
cyFrames, at least for the highest temporal resolution layer, 
due to the difference between coded order and output order 
for the last frame F81. If only the intermediate temporal reso 
lution layer or lowest temporal resolution layer is decoded, 
the constraint on frame reordering delay can be reduced to l 
(for the intermediate layer) or 0 (for the lowest layer). To 
facilitate reduced-latency decoding at various temporal reso 
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lutions, syntax elements can indicate constraints on frame 
reordering latency for different layers in a temporal hierarchy. 

In FIG. 5e, the series (505) includes frames organized in a 
temporal hierarchy with three temporal layers according to 
different inter-frame dependencies. The lowest temporal 
resolution layer includes the ?rst frame FOO, middle frame F41 
and last frame PS5 . The next temporal resolution layer adds 
the frames F22 (which depends on the ?rst frame F00 and 
middle frame F41) and F66 (which depends on the middle 
frame F41 and last frame F85). The highest temporal resolu 
tion layer adds the remaining frames. Compared to the series 
(504) of FIG. 5d, the series (505) of FIG. 5e still has a 
relatively low value of 2 for num_reorder_frames but has a 
lower value of 3 for MaxLatencyFrames, at least for the 
highest temporal resolution layer, due to the difference 
between coded order and output order for the middle frame 
F41 and last frame F85. If only the intermediate temporal 
resolution layer or lowest temporal resolution layer is 
decoded, the constraint on frame reordering delay can be 
reduced to l (for the intermediate layer) or 0 (for the lowest 
layer). 

In the examples shown in FIGS. 5a-5e, if the value of 
MaxLatencyFrames is known, a decoder can identify certain 
frames as being ready for immediate output upon receipt of 
the preceding frame in output order. For a given frame, the 
frame’s output order value minus the frame’s coded order 
value may be equal to the value of MaxLatencyFrames. In this 
case, the given frame is ready for output as soon as the frame 
preceding it in output order is received. (In contrast, such 
frames could not be identi?ed as ready for output using num_ 
reorder_frames alone until additional frames were received or 
the end of the sequence was reached.) In particular, a decoder 
can use the value of MaxLatencyFrames to enable earlier 
output of the following frames: 

In the series (501) of FIG. 5a, the frame F81. 
In the series (502) ofFIG. 5b, the frames F21, 1343,1365, and 

F8 . 

In the series (503) ofFIG. 50, the frames F31, F64, and F97. 
In the series (504) of FIG. 5d, the frame F81. 
In the series (505) of FIG. 5e, the frames F41, and F85. 

In addition, declaration or negotiation of the value of Max 
LatencyFrames at the system level can provide a summary 
expression of the latency characteristics of the bitstream or 
session in a way that is not enabled by measurement of reor 
dering storage capacity and indication of such capacity using 
num_reorder_frames . 

C. Example Implementations. 
Syntax elements that indicate a constraint on frame reor 

dering latency can be signaled in various ways, depending on 
implementation. The syntax elements can be signaled as part 
of a sequence parameter set (“SPS”), picture parameter set 
(“PPS”), or other element of the bitstream, signaled as part of 
SEI messages, VUI messages or other metadata, or signaled 
in some other way. In any of the implementations, a syntax 
element indicating a constraint value can be encoded using 
unsigned exponential-Golomb coding, some other form of 
entropy coding, or ?xed length coding, then signaled. A 
decoder performs corresponding decoding after receiving the 
syntax element. 

In a ?rst implementation, a ?ag max_latency_limitation_ 
?ag is signaled. If the ?ag has a ?rst binary value (e.g., 0), no 
constraint on frame reordering latency is imposed. In this 
case, the value of a max_latency_frames syntax element is not 
signaled or is ignored. Otherwise (the ?ag having a second 
binary value such as l), the value of a max_latency_frames 
syntax element is signaled to indicate the constraint on frame 

20 

25 

30 

35 

40 

45 

50 

55 

60 

65 

14 
reordering latency. For example, in this case, the value sig 
naled for the max_latency_frames syntax element can be any 
non-negative integer value. 

In a second implementation, a syntax element max_laten 
cy_frames_plusl is signaled to indicate the constraint on 
frame reordering latency. If max_latency_frames_plusl has a 
?rst value (e. g., 0), no constraint on frame reordering latency 
is imposed. For other values (e.g., non-zero values), the value 
of the constraint on frame reordering latency is set to max_ 
latency_frames_plusl-l. For example, the value of max_la 
tency_frames_plusl is in the range of 0 to 232-2, inclusive. 

Similarly, in a third implementation, a syntax element 
max_latency_frames is signaled to indicate the constraint on 
frame reordering latency. If max_latency_frames has a ?rst 
value (e. g., a maximum value), no constraint on frame reor 
dering latency is imposed. For other values (e.g., values less 
than the maximum value), the value of the constraint on frame 
reordering latency is set to max_latency_frames. 

In a fourth implementation, the constraint on frame reor 
dering latency is indicated relative to a maximum size of 
frame memory. For example, the latency constraint is sig 
naled as an increase relative to the num_reorder_frames syn 
tax element. Ordinarily, the constraint on frame reordering 
latency (in terms of frames) is greater than or equal to num_ 
reorder_frames. To save bits in signaling of the latency con 
straint, the difference between the latency constraint and 
num_reorder_frames is encoded (e. g., using unsigned expo 
nential-Golomb coding, some other form of entropy coding) 
then signaled. A syntax element max_latency_increase_ 
plusl is signaled to indicate the constraint on frame reorder 
ing latency. If max_latency_increase_plusl has a ?rst value 
(e.g., 0), no constraint on frame reordering latency is 
imposed. For other values (e. g., non-zero values), the value of 
the constraint on frame reordering latency is set to num_re 
order_frames+max_latency_increase_plus l —l . For 
example, the value of max_latency_increase_plusl is in the 
range of0 to 232—2, inclusive. 

Alternatively, one or more syntax elements that indicate a 
constraint on frame reordering latency are signaled in some 
other way. 

D. Other Ways of Indicating Constraints on Latency. 
In many of the preceding examples, the constraint on 

latency is a constraint on frame reordering latency that is 
expressed in terms of a count of frames. More generally, the 
constraint on latency is a constraint on delay that can be 
expressed in terms of a frame count or expressed in terms of 
seconds, milliseconds or another time measure. For example, 
the constraint on latency can be expressed as an absolute time 
measure such as 1 second or 0.5 seconds. An encoder can 
convert such a time measure to a count of frames (considering 
the frame rate of video), then encode the video such that 
inter-frame dependencies between multiple frames of a video 
sequence are consistent with the frame count. Or, regardless 
of frame reordering and inter-frame dependencies, the 
encoder can use the time measure to limit the extent to which 
delay is used to smooth out short-term ?uctuations in bit rate 
of encoded video, encoding complexity, network bandwidth, 
etc. A decoder can use the time measure to determine when a 
frame can be output from a decoded picture buffer. 
The constraint on latency can be negotiated between a 

transmitter side and receiver side so as to trade-off respon 
siveness (lack of delay) with ability to smooth out short-term 
?uctuations in bit rate of encoded video, ability to smooth out 
short-term ?uctuations in encoding complexity, ability to 
smooth out short-term ?uctuations in network bandwidth 
and/or another factor that bene?ts from increased delay. In 
such negotiations, it may be helpful to establish and charac 
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terize the constraint on latency in a way that is independent of 
frame rate. The constraint can then be applied during encod 
ing and decoding, considering the frame rate of the video. Or, 
the constraint can be applied during encoding and decoding 
regardless of the frame rate of the video. 

E. Generalized Techniques for Setting and Outputting Syn 
tax Elements. 

FIG. 6 shows an example technique (600) for setting and 
outputting syntax elements that facilitate reduced-latency 
decoding. For example, a real-time communication tool or 
encoding tool described with reference to FIGS. 2a and 2b 
performs the technique (600). Alternatively, another tool per 
forms the technique (600). 

To start, the tool sets (610) one or more syntax elements 
that indicate a constraint on latency (e.g., frame reordering 
latency, latency in terms of a time measure) consistent with 
inter-frame dependencies between multiple frames of a video 
sequence. When the tool includes a video encoder, the same 
tool can also receive the frames, encode the frames to produce 
encoded data (using the inter-frame dependencies that are 
consistent with the constraint on frame reordering latency), 
and output the encoded data for storage or transmission. 

Typically, a constraint on frame reordering latency is a 
reordering latency allowed for any frame in the video 
sequence. The constraint can be expressed in various ways, 
however, and have various other meanings. For example, the 
constraint can be expressed in terms of a maximum count of 
frames that can precede a given frame in output order but 
follow the given frame in coded order. Or, the constraint can 
be expressed as a maximum difference between coded order 
and output order for any frame in the video sequence. Or, 
focusing on an individual frame, the constraint can be 
expressed as the reordering latency associated with a given, 
speci?c frame in the video sequence. Or, focusing on a group 
of frames, the constraint can be expressed as the reordering 
latency associated with the group of frames in the video 
sequence. Or, the constraint can be expressed in some other 
way. 

Next, the tool outputs (620) the syntax element(s). This 
facilitates determination of when reconstructed frames are 
ready for output in terms of output order of the multiple 
frames. The syntax element(s) can be output as part of a 
sequence parameter set or picture parameter set in an elemen 
tary coded video bitstream, as part of syntax for a media 
storage ?le or media transmission stream that also includes 
encoded data for the frames, as part of a media properties 
negotiation protocol (e. g., during exchange of stream or ses 
sion parameter values in system-level negotiation), as part of 
media system information multiplexed with encoded data for 
the frames, or as part of media metadata relating to encoded 
data for the frames (e.g., in SEI messages or VUI messages). 
Different syntax elements can be output to indicate memory 
capacity requirements. For example, a buffer size syntax ele 
ment (such as max_dec_frame_buffering) can indicate maxi 
mum size of a DPB, and a frame memory syntax element 
(such as num_reorder_frames) can indicate maximum size of 
frame memory for reordering. 

The value of the constraint on latency can be represented in 
various ways, as described in section V.C. For example, the 
tool outputs a ?ag that indicates presence or absence of the 
syntax element(s). If the ?ag indicates the syntax element(s) 
are absent, then the constraint on latency is unde?ned or has 
a default value. Otherwise, the syntax element(s) follow and 
indicate the constraint on latency. Or, one value of the syntax 
element(s) indicates the constraint on latency is unde?ned or 
has a default value, and other possible values of the syntax 
element(s) indicate an integer count for the constraint on 
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latency. Or, for cases in which the constraint on latency is a 
constraint on frame reordering latency, a given value of the 
syntax element(s) indicates an integer count for the constraint 
on frame reordering latency relative to a maximum size of 
frame memory for reordering, which is indicated with a dif 
ferent syntax element such as num_reorder_frames. Altema 
tively, the constraint on latency is represented in some other 
way. 

In some implementations, the frames of the video sequence 
are organized according to a temporal hierarchy. In this case, 
different syntax elements can indicate different constraints on 
frame reordering latencies for different temporal layers of the 
temporal hierarchy. 

F. Generalized Techniques for Receiving and Using Syntax 
Elements. 

FIG. 7 shows an example technique (700) for receiving and 
using syntax elements that facilitate reduced-latency decod 
ing. For example, a real-time communication tool or playback 
tool described with reference to FIGS. 2a and 2b performs the 
technique (700). Alternatively, another tool performs the 
technique (700). 

To start, the tool receives and parses (710) one or more 
syntax elements that indicate a constraint on latency (e.g., 
frame reordering latency, latency in terms of a time measure). 
For example, the parsing includes reading the one or more 
syntax elements that indicate the constraint on latency from 
the bitstream. The tool also receives (720) encoded data for 
multiple frames of a video sequence. The tool can parse the 
syntax element(s) and, based upon syntax element(s), deter 
mine the constraint on latency. Typically, a constraint on 
frame reordering latency is a reordering latency allowed for 
any frame in the video sequence. The constraint can be 
expressed in various ways, however, and have various other 
meanings, as described in the previous section. The syntax 
element(s) can be signaled as part of a sequence parameter set 
or picture parameter set in an elementary coded video bit 
stream, as part of syntax for a media storage ?le or media 
transmission stream, as part of a media properties negotiation 
protocol, as part of media system information multiplexed 
with the encoded data, or as part of media metadata relating to 
the encoded data. The tool can receive and parse different 
syntax elements which indicate memory capacity require 
ments, for example, a buffer size syntax element such as 
max_dec_frame_buffering and a frame memory syntax ele 
ment such as num_reorder_frames. 

The value of the constraint on latency can be represented in 
various ways, as described in section V.C. For example, the 
tool receives a ?ag that indicates presence or absence of the 
syntax element(s). If the ?ag indicates the syntax element(s) 
are absent, then the constraint on latency is unde?ned or has 
a default value. Otherwise, the syntax element(s) follow and 
indicate the constraint on latency. Or, one value of the syntax 
element(s) indicates the constraint on latency is unde?ned or 
has a default value, and other possible values of the syntax 
element(s) indicate an integer count for the constraint on 
latency. Or, for cases in which the constraint on latency is a 
constraint on frame reordering latency a given value of the 
syntax element(s) indicates an integer count for the constraint 
on frame reordering latency relative to a maximum size of 
frame memory for reordering, which is indicated with a dif 
ferent syntax element such as num_reorder_frames. Altema 
tively, the constraint on latency is signaled in some other way. 

Returning to FIG. 7, the tool decodes (730) at least some of 
the encoded data to reconstruct one of the frames. The tool 
outputs (740) the reconstructed frame. In doing so, the tool 
can use the constraint on latency to determine when the recon 
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structed frame is ready for output, e.g., in terms of output 
order of the frames of the video sequence. 

In some implementations, the frames of the video sequence 
are organized according to a temporal hierarchy. In this case, 
different syntax elements can indicate different constraints on 
frame reordering latencies for different temporal layers of the 
temporal hierarchy. The tool can select one of the different 
constraints on frame reordering latencies depending on tem 
poral resolution of the output. 

In view of the many possible embodiments to which the 
principles of the disclosed invention may be applied, it should 
be recognized that the illustrated embodiments are only pre 
ferred examples of the invention and should not be taken as 
limiting the scope of the invention. Rather, the scope of the 
invention is de?ned by the following claims. I therefore claim 
as my invention all that comes within the scope and spirit of 
these claims. 

I claim: 
1. In a computing system that implements a video decoder, 

a method comprising: 
receiving and parsing a syntax element that indicates a 
maximum size of frame memory for reordering, wherein 
the maximum size of frame memory for reordering is 
expressed in terms of a maximum count of frames that 
can precede any frame of a video sequence in coded 
order but follow that frame in output order; 

receiving and parsing one or more different syntax ele 
ments that indicate a constraint on frame reordering 
latency, wherein the constraint on frame reordering 
latency is expressed in terms of a maximum count of 
frames that can precede any frame of the video sequence 
in output order but follow that frame in coded order; 

receiving encoded data for plural frames of the video 
sequence; 

with the video decoder, decoding at least some of the 
encoded data to reconstruct one of the plural frames; and 

outputting the reconstructed frame. 
2. The method of claim 1 further comprising: 
determining the constraint on frame reordering latency 

based upon the one or more different syntax elements; 
and 

using the constraint on frame reordering latency to deter 
mine when the reconstructed frame is ready for output in 
terms of output order of the plural frames of the video 
sequence. 

3. The method of claim 2 wherein the plural frames of the 
video sequence are organized according to a temporal hier 
archy, wherein different ones of the one or more different 
syntax elements indicate different constraints on frame reor 
dering latencies for different temporal layers of the temporal 
hierarchy, the method further comprising selecting one of the 
different constraints on frame reordering latencies depending 
on temporal resolution of the output. 

4. The method of claim 1 wherein the constraint on frame 
reordering latency de?nes a maximum difference between 
coded order and output order for any frame in the video 
sequence. 

5. The method of claim 1 wherein the one or more different 
syntax elements and the encoded data are signaled as part of 
syntax for a coded video bitstream, the method further com 
prising: 

receiving and parsing a buffer size syntax element that 
indicates maximum size of a decoded picture buffer, 
wherein the buffer size syntax element is different than 
the one or more different syntax elements that indicate 
the constraint on frame reordering latency. 
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6. The method of claim 1 wherein the one or more different 

syntax elements are signaled as part of a sequence parameter 
set, a picture parameter set, syntax for a media storage ?le that 
also includes the encoded data, syntax for a media transmis 
sion stream that also includes the encoded data, a media 
properties negotiation protocol, media system information 
multiplexed with the encoded data or media metadata relating 
to the encoded data. 

7. The method of claim 1 further comprising: 
receiving a ?ag that indicates presence or absence of the 

one or more different syntax elements, wherein if the 
?ag indicates the one or more different syntax elements 
are absent then the constraint on frame reordering 
latency is unde?ned or has a default value. 

8. The method of claim 1 wherein one possible value of the 
one or more different syntax elements indicates the constraint 
on frame reordering latency is unde?ned or has a default 
value, and wherein other possible values of the one or more 
different syntax elements indicate an integer count for the 
constraint on frame reordering latency. 

9. The method of claim 1 wherein a value of the one or more 
different syntax elements indicates an integer count for the 
constraint on frame reordering latency relative to the maxi 
mum size of frame memory for reordering. 

10. The method of claim 9 wherein the constraint on frame 
reordering latency can be determined as the maximum count 
for the maximum size of frame memory for reordering plus 
the integer count for the constraint on frame reordering 
latency minus 1. 

11. In a computing system, a method comprising: 
setting a syntax element that indicates a maximum size of 

frame memory for reordering wherein the maximum 
size of frame memory for reordering is expressed in 
terms of a maximum count of frames that can precede 
any frame of a video sequence in coded order but follow 
that frame in output order; 

setting one or more different syntax elements that indicate 
a constraint on frame reordering latency consistent with 
inter-frame dependencies between plural frames of the 
video sequence, wherein the constraint on frame reor 
dering latency is expressed in terms of a maximum count 
of frames that can precede any frame of the video 
sequence in output order but follow that frame in coded 
order; and 

outputting the one or more different syntax elements, 
thereby facilitating determination of when recon 
structed frames are ready for output in terms of output 
order of the plural frames. 

12. The method of claim 11 wherein the computing system 
implements a video encoder, the method further comprising: 

receiving the plural frames of the video sequence; 
with the video encoder, encoding the plural frames to pro 

duce encoded data, wherein the encoding uses the inter 
frame dependencies that are consistent with the con 
straint on frame reordering latency; and 

outputting the encoded data for storage or transmission. 
13. The method of claim 11 wherein the one or more 

different syntax elements and encoded data are output as part 
of syntax for a coded video bitstream, the method further 
comprising: 

outputting a buffer size syntax element that indicates maxi 
mum size of a decoded picture buffer, wherein the buffer 
size syntax element is different than the one or more 
different syntax elements that indicate the constraint on 
frame reordering latency. 

14. The method of claim 11 wherein the one or more 
different syntax elements are output as part of a sequence 






