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CONCURRENCY-SAFE READER-WRITER
LOCK WITH TIME OUT SUPPORT

A portion of the disclosure of this patent document is
submitted on one compact disc and is hereby incorporated
herein by reference. The compact disc contains exactly one
file, created on Jul. 2, 2002, which is named “source-txt” and
is 75,040 bytes in size. An additional, identical compact disc
is also included, for a total of two compact discs.

TECHNICAL FIELD

The invention relates to providing synchronization ser-
vices for maintaining integrity of data accessed concurrently
by both readers and writers.

BACKGROUND OF THE INVENTION

In many information processing applications, multiple
executing entities attempt to access data concurrently. For
example, in a database program, multiple users may attempt
to access the same database tables, records, and fields at the
same time. Common examples of such database programs
include software for processing class registrations at a
university, travel reservations, money transfers at a bank,
and sales at a retail business. In these examples, the pro-
grams may update databases of class schedules, hotel
reservations, account balances, product shipments,
payments, or inventory for actions initiated by the individual
users. Sometimes a single program executes multiple
threads accessing the same data concurrently. For example,
one thread may watch for changes in data made by another
thread.

However, data corruption may result when concurrent
data access is uncontrolled. For example, consider the
following scenario in which two computers, A and B, both
attempt to remove one item from inventory by subtracting
one from an inventory field in a database:

1. The inventory field value is “2”

2. Computer A reads the inventory field (“2”) to its local

storage

3. Computer B reads the inventory field (“2”) to its local

storage

4. Computer A subtracts “1” from its local storage,

yielding “1”
5. Computer B subtracts “1” from its local storage,
yielding “1”

6. Computer A writes its local storage (“17) to the

inventory field

7. Computer B writes its local storage (“1”) to the

inventory field

8. The inventory field value is “1”

One would expect the value “2” to become “0” after two
computers attempt to subtract “1” from it, but in the illus-
trated scenario, the result is instead “1.” Since the algorithm
failed to take concurrency into account, the database has
been corrupted. Such concurrency problems can arise when-
ever multiple executing entities (e.g., processes, tasks,
threads, processors, or programming objects) access the
same data.

Programmers have advanced a variety of approaches to
address problems arising from concurrent processing. On a
general level, many programming systems provide synchro-
nization services to provide certain guarantees even in the
face of concurrency. For example, some programming envi-
ronments support simple synchronization mechanisms such
as semaphores, locks, critical sections, and mutual exclusion
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2

objects (mutexes); each of these mechanisms controls con-
current access to a resource.

One particular concurrency scenario poses a special set of
problems: sharing a resource between readers and writers.
Since the readers do not modify the resource, it is commonly
acceptable (and generally more efficient) to allow more than
one of the readers to access the resource concurrently
because there is no chance of data corruption. However, a
writer is not permitted to write to (i.e., modify) the resource
concurrently while another reader or writer is accessing the
resource. Otherwise, the data may become corrupted as
shown in the above example.

One approach to solving the reader/writer problem is to
employ a synchronization mechanism called a semaphore. A
semaphore is a value that multiple processes can check and
change simultaneously, and logic associated with the sema-
phore guarantees the semaphore will not be corrupted. So,
for example, the semaphore can be set to on (i.e., 1) or off
(i.e., 0) to indicate whether or not a process is accessing the
protected resource. Logic associated with the semaphore
protects the semaphore from corruption by guaranteeing that
two processes cannot simultaneously set the semaphore to
on. Thus, a software developer can include logic referencing
the semaphore in programming code. For example, a pro-
grammer could include logic that waits until a semaphore is
off (i.e., 0) before writing to a resource. Thus, a later-in-time
process must wait until a first-in-time process is finished
with the resource; the later-in-time process then updates the
semaphore accordingly to prevent others from writing to the
resource.

Specifically, in the reader/writer context, a pair of sema-
phores can be used for each protected resource to track how
many readers access the resource and whether there is a
writer accessing the resource. Readers check the “whether
there is a writer” semaphore before proceeding, and writers
check both the “whether there is a writer” and “how many
readers” semaphores before proceeding. However, the sema-
phore approach has several drawbacks.

First, in a system with many resources to protect, main-
taining a pair of semaphores for each of the protected
resources may consume excessive system resources. For
example, in large database systems, it may require consid-
erable computing power to administer the semaphores for
the large number of database fields and tables in the system.

Second, the semaphore approach can lead to a problem
called deadlock. Deadlock occurs when two or more pro-
cesses (or threads) vie for two or more protected resources.
For example, consider process A and process B, both of
which require writing to fields Y and Z to update a database.
Deadlock occurs under the following scenario:

1. Process A updates a semaphore protecting field Y to

indicate Y is unavailable to other processes

2. Process B updates a semaphore protecting field Z to

indicate Z is unavailable to other processes
3. Process A examines the semaphore protecting field Z
and determines Z is unavailable (as noted by B), so
process A waits for process B to release field Z

4. Process B examines the semaphore protecting field Y
and determines Y is unavailable (as noted by A), so
process B waits for process A to release field Y

5. Both processes wait forever

Although there are ways of dealing with the deadlock
problem, such as conventional deadlock detection and con-
ventional deadlock avoidance, again, considerable comput-
ing power is typically required to implement such solutions.
Also, none of the solutions completely solves the problem.
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In light of the difficulty of solving the deadlock problem and
the relative rarity of deadlock conditions, some systems
ignore the deadlock problem altogether. However, such an
approach can lead to a subtle software defect that is difficult
to detect and debug.

Thus, an efficient synchronization mechanism for
addressing the reader/writer scenario is needed, and a
mechanism for avoiding the deadlock problem is needed.

SUMMARY OF THE INVENTION

The invention includes a method and system for providing
reader/writer synchronization services using interlocked
operations. Various features provided by the synchronization
services lead to better use of resources and improved per-
formance. The synchronization services manage the details
of lock operation, freeing programmers from devoting time
and resources to develop their own synchronization logic.

Data structures for implementing the reader/writer ser-
vices can be maintained using an interlocked operation (e.g.,
an interlocked compare and exchange operation). Such an
implementation is sometimes called “lockless” since logic to
lock the data structures is not necessary. In addition, by
maintaining some data structure elements in storage local to
a thread, the lock services can more efficiently access lock
state information.

In one arrangement, the system uses an execution sus-
pension mechanism known as an event. The arrangement
can thus be implemented on a variety of execution environ-
ments that support events.

In a just-in-time event creation feature, the system avoids
excessive resource consumption by waiting until there is
contention for a lock before creating an event. The event is
then released when contention subsides. The system thus
reduces the number of simultaneously-active events and
reduces the total resources required in an implementation
having multiple locks. Additionally, the events can be
recycled (i.e., cached) by placing them into an event pool. In
this way, the overhead for creating and destroying events is
avoided.

A time out feature facilitates an optimistic deadlock
avoidance scheme, providing programmers with a feature to
address the deadlock problem. Various challenging pro-
gramming pitfalls relating to implementing time outs are
avoided.

For example, races particular to the time out arrangement
are addressed to avoid lock corruption or inconsistency.
Also, an event creation failure detection feature maintains
stability and consistency of lock data structures in the face
of insufficient available resources. The synchronization ser-
vices are thus sufficiently robust for use in the kernel of an
operating system or an execution engine.

In addition, the lock services support a set of features for
componentized applications. For example, the services sup-
port upgrading a lock from reader status to writer status and
downgrading a lock from writer status to reader status. Also,
the lock can be suspended and restored. In these scenarios,
information about intermediate writers (writers accessing
the protected resource before the operation is complete) is
provided. In addition, lock nesting can be tracked using
thread-local storage, and certain nested requests can be
monitored and automatically transformed to avoid deadlock.

Finally, a feature to improve efficiency on multiprocessor
machines spins a lock request a small number of times
before invoking an execution suspension mechanism. Thus,
a context switch can be avoided.

Additional features and advantages of the invention will
be made apparent from the following detailed description of
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4

illustrated embodiments, which proceeds with reference to
the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram of a computer system that may
be used to implement the described reader/writer lock.

FIG. 2 is a block diagram of an object conforming to the
Component Object Model specification of Microsoft
Corporation, which may be used to construct objects for
developing an object-based application managed by the
described application management framework.

FIG. 3 is a block diagram showing an exemplary lock
services architecture.

FIG. 4 is a block diagram showing an exemplary lock
state data structure arrangement.

FIG. 5 is a block diagram showing an exemplary lock
inner state data structure in a single 32-bit word.

FIG. 6 is a flowchart showing a method for adding a
reader to a lock state data structure using an atomic compare
and exchange.

FIG. 7 is a block diagram showing plural downstream
components accessing synchronization services.

FIGS. 8A and 8B are a flowchart showing an exemplary
acquire reader lock method.

FIG. 9 is a flowchart showing an exemplary release reader
lock method.

FIG. 10 is a flowchart showing an exemplary acquire
writer lock method.

FIG. 11 is a flowchart showing an exemplary release
writer lock method.

FIG. 12 is a flowchart showing an alternative exemplary
release writer lock method.

FIGS. 13A and 13B are a flowchart showing an alternative
exemplary release reader lock method.

DETAILED DESCRIPTION OF THE
INVENTION

The invention is directed toward a method and system for
providing synchronization services for protecting resources
accessed by reading and writing entities. In one embodiment
illustrated herein, the invention is incorporated into an
operating system entitled “MICROSOFT WINDOWS
2000,” both marketed by Microsoft Corporation of
Redmond, Wash. Briefly described, this software is a
scaleable, high-performance network and computer operat-
ing system supporting distributed client/server computing,
and providing an object execution environment for object
applications conforming to COM.

Exemplary Operating Environment

FIG. 1 and the following discussion are intended to
provide a brief, general description of a suitable computing
environment in which the invention may be implemented.
While the invention will be described in the general context
of computer-executable instructions of a computer program
that runs on a computer, those skilled in the art will
recognize the invention also may be implemented in com-
bination with other program modules. Generally, program
modules include routines, programs, objects (also called
components), data structures, etc. that perform particular
tasks or implement particular abstract data types. Moreover,
those skilled in the art will appreciate that the invention may
be practiced with other computer system configurations,
including single- or multiprocessor computer systems,
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minicomputers, mainframe computers, as well as personal
computers, hand-held computing devices, microprocessor-
based or programmable consumer electronics, and the like.
The illustrated embodiment of the invention also is practiced
in distributed computing environments where tasks are
performed by remote processing devices that are linked
through a communications network. But, some embodi-
ments of the invention can be practiced on stand-alone
computers. In a distributed computing environment, pro-
gram modules may be located in both local and remote
memory storage devices.

With reference to FIG. 1, an exemplary system for imple-
menting the invention includes a conventional computer 20,
including a processing unit 21, a system memory 22, and a
system bus 23 that couples various system components
including the system memory to the processing unit 21. The
processing unit may be any of various commercially avail-
able processors, including Intel x86, Pentium and compat-
ible microprocessors from Intel and others, including Cyrix,
AMD and Nexgen; Alpha from Compaq (formerly Digital),
MIPS from MIPS Technology, NEC, IDT, Siemens, and
others; and the PowerPC from IBM and Motorola. Dual
microprocessors and other multi-processor architectures
also can be used as the processing unit 21.

The system bus may be any of several types of bus
structure including a memory bus or memory controller, a
peripheral bus, and a local bus using any of a variety of
conventional bus architectures such as PCI, VESA,
Microchannel, ISA and EISA, to name a few. The system
memory includes read only memory (ROM) 24 and random
access memory (RAM) 25. A basic input/output system
(BIOS), containing the basic routines that help to transfer
information between elements within the computer 20, such
as during start-up, is stored in ROM 24.

The computer 20 further includes a hard disk drive 27, a
magnetic disk drive 28, e.g., to read from or write to a
removable disk 29, and an optical disk drive 30, e.g., for
reading a CD-ROM disk 31 or to read from or write to other
optical media. The hard disk drive 27, magnetic disk drive
28, and optical disk drive 30 are connected to the system bus
23 by a hard disk drive interface 32, a magnetic disk drive
interface 33, and an optical drive interface 34, respectively.
The drives and their associated computer-readable media
provide nonvolatile storage of data, data structures,
computer-executable instructions, etc. for the computer 20.
Although the description of computer-readable media above
refers to a hard disk, a removable magnetic disk and a CD,
it should be appreciated by those skilled in the art that other
types of media which are readable by a computer, such as
magnetic cassettes, flash memory cards, digital video disks,
Bernoulli cartridges, and the like, may also be used in the
exemplary operating environment.

Anumber of program modules may be stored in the drives
and RAM 25, including an operating system 35, one or more
application programs 36, other program modules 37, and
program data 38. The operating system 35 in the illustrated
computer is the MICROSOFT WINDOWS NT Server oper-
ating system.

A user may enter commands and information into the
computer 20 through a keyboard 40 and pointing device,
such as a mouse 42. Other input devices (not shown) may
include a microphone, joystick, game pad, satellite dish,
scanner, or the like. These and other input devices are often
connected to the processing unit 21 through a serial port
interface 46 that is coupled to the system bus, but may be
connected by other interfaces, such as a parallel port, game
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port or a universal serial bus (USB). A monitor 47 or other
type of display device is also connected to the system bus 23
via an interface, such as a video adapter 48. In addition to the
monitor, computers typically include other peripheral output
devices (not shown), such as speakers and printers.

The computer 20 may operate in a networked environ-
ment using logical connections to one or more remote
computers, such as a remote client computer 49. The remote
computer 49 may be a workstation, a terminal computer,
another server computer, a router, a peer device or other
common network node, and typically includes many or all of
the elements described relative to the computer 20, although
only a memory storage device 50 has been illustrated in FIG.
1. The logical connections depicted in FIG. 1 include a local
area network (LAN) 51 and a wide area network (WAN) 52.
Such networking environments are commonplace in offices,
enterprise-wide computer networks, intranets and the Inter-
net.

When used in a LAN networking environment, the com-
puter 20 is connected to the local network 51 through a
network interface or adapter 53. When used in a WAN
networking environment, the computer 20 typically includes
a modern 54, or is connected to a communications server on
the LAN, or has other means for establishing communica-
tions over the wide area network 52, such as the Internet.
The modem 54, which may be internal or external, is
connected to the system bus 23 via the serial port interface
46. In a networked environment, program modules depicted
relative to the computer 20, or portions thereof, may be
stored in the remote memory storage device. It will be
appreciated that the network connections shown are exem-
plary and other means of establishing a communications link
between the computers may be used.

In accordance with the practices of persons skilled in the
art of computer programming, the present invention is
described below with reference to acts and symbolic repre-
sentations of operations that are performed by the computer
20, unless indicated otherwise. Such acts and operations are
sometimes referred to as being computer-executed. It will be
appreciated that the acts and symbolically represented
operations include the manipulation by the processing unit
21 of electrical signals representing data bits which causes
a resulting transformation or reduction of the electrical
signal representation, and the maintenance of data bits at
memory locations in the memory system (including the
system memory 22, hard drive 27, floppy disks 29, and
CD-ROM 31) to thereby reconfigure or otherwise alter the
computer system’s operation, as well as other processing of
signals. The memory locations where data bits are main-
tained are physical locations that have particular electrical,
magnetic, or optical properties corresponding to the data
bits.

Object Overview

FIG. 2 and the following discussion are intended to
provide an overview of programming objects, using the
MICROSOFT Component Object Model (COM) as an
exemplary object model. In the illustrated embodiments, the
synchronization services are implemented in an extension to
the MICROSOFT COM Environment termed “COM+.”
COM is a model for accommodating programming objects
and can be implemented on a variety of platforms, such as
the MICROSOFT WINDOWS NT operating system. In the
illustrated embodiments of the invention, the application
objects conform to the MICROSOFT Component Object
Model (“COM”) specification (i.c., are implemented as a
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“COM Object” 76) and are executed using the COM+
services of the MICROSOFT WINDOWS 2000 operating
system, but alternatively may be implemented according to
other object standards (including the CORBA (Common
Object Request Broker Architecture) specification of the
Object Management Group and JavaBeans by Sun
Microsystems) and executed under object services of
another operating system. The COM specification defines
binary standards for objects and their interfaces which
facilitate the integration of software programming objects
into applications. (For a detailed discussion of COM and
OLE, see Kraig Brockschmidt, Inside OLE, Second Edition,
Microsoft Press, Redmond, Wash. (1995)).

In accordance with COM, the COM object 60 is repre-
sented in the computer system 20 (FIG. 1) by an instance
data structure 62, a virtual function table 64, and member
methods (also called member functions) 66—68. The
instance data structure 62 contains a pointer 70 to the virtual
function table 64 and data 72 (also referred to as data
members, or properties of the object). A pointer is a data
value that holds the address of an item. The virtual function
table 64 contains entries 76-78 for the member methods
66—68. Each of the entries 76-78 contains a reference to the
code 66—68 that implements the corresponding member
methods.

The pointer 70, the virtual function table 64, and the
member methods 66—68 implement an interface of the COM
object 60. By convention, the interfaces of a COM object are
illustrated graphically as a plug-in jack as shown for the
objects 404 and 428 in FIG. 5. Also, interfaces convention-
ally are given names beginning with a capital “I.” In
accordance with COM, the COM object 60 can include
multiple interfaces, which are implemented with one or
more virtual function tables. The member function of an
interface is denoted as “IInterfaceName::MethodName.”

The virtual function table 64 and member methods 66—68
of the COM object 60 are provided by an object server
program 80 (hereafter “object server DLL”) which is stored
in the computer 20 (FIG. 1) as a dynamic link library file
(denoted with a “.dll” file name extension). In accordance
with COM, the object server DLL 80 includes code for the
virtual function table 64 and member methods 66—68 of the
classes that it supports, and also includes a class factory 82
that generates the instance data structure 62 for an object of
the class.

Other objects and programs (referred to as a “client” of
the COM object 60) access the functionality of the COM
object by invoking the member methods through the COM
object’s interfaces. First however, the COM object is instan-
tiated (i.e., by causing the class factory to create the instance
data structure 62 of the object); and the client obtains an
interface pointer to the COM object.

Before the COM object 60 can be instantiated, the object
is first installed on the computer 20. Typically, installation
involves installing a group of related objects called a pack-
age. The COM object 60 is installed by storing the object
server DLL file(s) 80 that provides the object in data storage
accessible by the computer 20 (typically the hard drive 27,
shown in FIG. 1), and registering COM attributes (e.g., class
identifier, path and name of the object server DLL file 80,
etc.) of the COM object in the system registry. The system
registry is a configuration database.

A client requests instantiation of the COM object using
system-provided services and a set of standard, system-
defined component interfaces based on class and interface
identifiers assigned to the COM Object’s class and inter-
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faces. More specifically, the services are available to client
programs as application programming interface (API) func-
tions provided in the COM+ library, which is a component
of the MICROSOFT WINDOWS 2000 operating system in
a file named “OLE32. DLL.” Also in COM+, classes of
COM objects are uniquely associated with class identifiers
(“CLSIDs”), and registered by their CLSID in a system
configuration database referred to as the “registry.” The
registry entry for a COM object class associates the CLSID
of the class with information identifying an executable file
that provides the class (e.g., a DLL file having a class factory
to produce an instance of the class). Class identifiers are
128-bit globally unique identifiers (“GUIDs”) that the pro-
grammer creates with a COM+ service named “CoCreateG-
UID” (or any of several other APIs and utilities that are used
to create universally unique identifiers) and assigns to the
respective classes. The interfaces of a component addition-
ally are associated with interface identifiers (“IIDs”).

In particular, the COM+ library provides an API function,
“CoCreatelnstance( ),” that the client program can call to
request creation of a component using its assigned CLSID
and an IID of a desired interface. In response, the
“CoCreatelnstance( )” API looks up the registry entry of the
requested CLSID in the registry to identify the executable
file for the class. The “CoCreatelnstance( )” API function
then loads the class executable file, and uses the class factory
in the executable file to create an instance of the COM object
60. Finally, the “CoCreatelnstance( )” API function returns
a pointer of the requested interface to the client program.
The “CoCreatelnstance( )” API function can load the execut-
able file either in the client program’s process, or into a
server process which can be either local or remote (i.e., on
the same computer or a remote computer in a distributed
computer network) depending on the attributes registered for
the COM object 60 in the system registry.

Once the client of the COM object 60 has obtained this
first interface pointer of the COM object, the client can
obtain pointers of other desired interfaces of the component
using the interface identifier associated with the desired
interface. COM+ defines several standard interfaces gener-
ally supported by COM objects including the “IUnknown”
interface. This interface includes a member function named
“Querylnterface( ).” The “Querylnterface( )” function can be
called with an interface identifier as an argument, and
returns a pointer to the interface associated with that inter-
face identifier. The “IUnknown” interface of each COM
object also includes member functions, “AddRef( )” and
“Release( )”, for maintaining a count of client programs
holding a reference (e.g., an interface pointer) to the COM
object. By convention, the “IUnknown” interface’s member
functions are included as part of each interface on a COM
object. Thus, any interface pointer that the client obtains to
an interface of the COM object 60 can be used to call the
Querylnterface function.

Illustrated Embodiments

In the following illustrated embodiments, synchronization
services are provided to executing entities performing read
and write operations on a protected resource. In the illus-
trated embodiments, the reading and writing entities are
threads running in various processes; however, the illus-
trated principles could equally be applied to other executing
entities, including processes, tasks, computer systems,
processors, and programming objects.

In the illustrated embodiments, each process can have one
or more threads. The practice of executing more than one
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thread per process is called multithreading. The illustrated
embodiments thus provide useful synchronization services
for use in a multithreading context, allowing programmers
to more easily develop thread-safe solutions to various
programming problems.

Overview of Reader/Writer Synchronization
Services

An overview of an exemplary arrangement utilizing an
event-based reader/writer synchronization service system is
shown in FIG. 3. In the example, a computer 304 executes
a program 306. The program 306 is a client of the synchro-
nization services 308 and comprises various objects 312 and
314 residing in a process 318, which accomplishes work for
the program 306. The threads 320 of the process 318 execute
the logic associated with the objects 312 and 314, and more
than one thread can be executing an object’s logic concur-
rently. Although a single process 318 in a single program
306 is shown, there may be multiple processes and programs
accessing various protected resources 330, such as a data
field 332, a database table 334, or other data 336. The
resources 330 are protected in that concurrent access to them
is controlled to prevent corruption.

From time to time, the objects 312 or 314 require reading
from and writing to (i.e., modifying) the protected resources
330. To prevent data corruption, the objects contain logic to
acquire a lock before reading or writing to the protected
resources 330. When acquiring the lock, the object specifies
whether it will be a reader (i.e., perform only reads on the
protected resource while holding the lock) or a writer (i.e.,
perform at least one operation modifying the resource while
holding the lock). Since the threads 320 execute the logic in
the objects 312 or 314, the arrangement is sometimes
described in terms of reading or writing threads (or simply
“readers” and “writers”). However, the synchronization ser-
vices could also be used in an arrangement wherein each
process has only one thread, so it may be appropriate to
describe the arrangement in terms of reading or writing
processes. The terms “readers” and “writers” could similarly
be applied, then, to any executing entity.

In the illustrated example, an execution environment (e.g.,
an operating system or a virtual machine) includes a syn-
chronization services module 308 providing lock objects
340, 342, and 344. In the example, the lock objects 340, 342,
and 344 provide an interface having various methods, such
as AcquireReaderLocko( ) and ReleaseWriterLock( ) which
are accessed by the objects 312 and 314. In keeping with the
principles of object-oriented programming, the lock objects
340, 342, and 344 can include various data members for
tracking the state of the lock. In one implementation, a
portion of the lock state is stored in thread local storage 350.

From time to time, execution of various of the threads 320
is suspended via the synchronization services 308 using
events 352 and 354. This technique is sometimes called
“blocking.” Typically, a thread’s execution remains sus-
pended until the event 352 or 354 is sent a resume indication,
although a time out feature is supported, as described in
more detail below.

Use of the synchronization services may vary widely in
practice. For example, instead of protecting data fields, the
locks may be used to protect any resource, such as a
programming object or hardware.

Lock Terminology

The reader/writer synchronization services provide pro-
tection for a resource when properly called by executing
entities. For example, a thread about to perform a read calls
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a “Request Reader Lock” function before performing the
read. Sometimes such a sequence is called “requesting
protection for a read operation,” “attempting to acquire a
reader lock,” or “requesting a reader lock.” Similarly, a
thread about to perform a write is “requesting protection for
a write operation,” “attempting to acquire a writer lock,” or
“requesting a writer lock.”

Typically, the acquire function returns a result code indi-
cating success or failure (e.g., due to a time out). The
sequence of requesting the lock and meeting with success is
sometimes called simply “acquiring a reader (or writer)
lock.” Providing the protection to the requesting thread (e.g.,
as evidenced by providing an indication of success) is
sometimes called simply “granting the lock.”

Subsequently, the executing entity releases the lock. Dur-
ing the time between when the executing entity has acquired
the lock and when it releases the lock, the executing entity
is said to hold the lock. When a lock is released by one
executing entity that releases the lock for grant to another
executing entity, the releasing executing entity is sometimes
said to “pass” the lock.

Overview of Lockless Operation

Various data structures can be used to represent a lock’s
state. When a thread attempts to acquire a lock, the lock’s
state is checked and updated if appropriate. Efficiency of the
lock can be increased by using an interlocked operation
(e.g., interlocked compare and exchange, interlock exchange
and add, interlocked increment, or interlocked test and set).
For example, an interlocked compare and exchange opera-
tion can simultaneously check the lock’s state and update it.

Typically, the interlocked operation provides an indica-
tion of whether the update was successful. Failure typically
indicates the lock could not be granted because the lock state
could not be changed. The logic of the synchronization
services may then take other steps (e.g., suspend execution
of the requesting thread until the lock is available). The
various interlocked operations can be incorporated in the
logic of the synchronization services to avoid a separate lock
protecting the lock’s state.

Although some implementations of interlocked compare
and exchange operate with a low level (e.g., hardware) lock,
a synchronization mechanism (e.g., a lock) constructed with
them is sometimes called “lockless” because the low level
lock requires no additional data structures and is very
efficient. The advantage to such an arrangement is that
additional resources required for maintaining data structures
for a separate lock are avoided.

In the particular case of a reader/writer lock constructed
using interlocked operations, data structures for the reader/
writer lock are maintained, but separate data structures for
locks to maintain the data structures for the reader/writer
lock are not required. In other words, the reader/writer lock
is a lock, but the data structures for the lock are maintained
without need for a separate lock data structure.

Constructing a reader/writer lock supporting time outs
with interlocked operations poses certain programming
challenges. Solutions to these challenges ensure the lock is
stable and consistent and thus suitable for use in an operating
system or execution engine.

Overview of Componentized Application Support Features

As is described in more detail in a later section, it is
common for programs to be constructed from multiple
components. A single executing entity such as a thread may
execute instructions in more than one component to com-
plete work. One of the goals of object-oriented program-
ming is to enable components from various sources to work
together. Ideally, a component developer can implement



















































